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1. INTRODUCTION
Analysis of Discontinuous Dynamical Systems (DDSs)

emerges in a substantial number of practical and theoret-
ical studies, such as control problems of a robotic manip-
ulator with environmental contacts and non-smooth me-
chanics.

It is necessary to consider either time-dependent or
discontinuous feedbacks or control inputs for the stabi-
lization of many control problems. Sliding mode and
variable structure control methods try to stabilize systems
with discontinuous feedbacks and control inputs, respec-
tively. Also, in other control methods such as optimal
and adaptive control, discontinuous switching algorithms
are employed to achieve optimal trajectories, enhance the
robustness, and guarantee boundedness of the estimated
variables [1].

In non-smooth mechanics, Coulomb friction (as a
force related to the direction of slippage between two dry
surfaces in contact with each other) and contact interac-
tions with the environment imply not only velocity jumps
but also force discontinuities in the motion of rigid bod-
ies. Moreover, discontinuities can also be deliberately
designed to attain regulation and stabilization [1–3].

In contrast to differential analysis, non-smooth anal-
ysis deals with functions that are not necessarily differ-
entiable. The prevalence of non-differentiable phenom-
ena in real-world applications necessitates such analysis.
Non-smooth analysis has proved to be an essential tool
in domains ranging from functional analysis to optimal
control theory [4].

A function (or single-valued map) maps a point of its
domain to a point in its range. However, a set-valued
map maps a point of its domain into a set. Set-valued
functions arise naturally in applications where there are
some uncertainties as to the exact value of some param-
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eters or the behavior of the system under consideration
(e.g., disturbances, modeling uncertainties, etc.) [1, 5].

Input-to-State Stability (ISS) property of a system im-
plies that the states remain bounded whenever the inputs
are bounded. Another key aspect of ISS is that the states
can reach their equilibrium when the inputs tend to zero
[6–8]. ISS of dynamical systems have been well studied
in the literature [6, 9–13]. In [9–13] the authors consider
the ISS of nonlinear systems rather than linear cases.
However, the results obtained in [9] and [10] cannot be
applied to continuous-time discontinuous systems since
these systems do not satisfy Lipschitz continuous vector
field conditions.

Trajectories of finite-time input-to-state stable dynam-
ical systems converge to the desired band in finite-time
and remain there for all future times. This motivates
the development of Finite-Time Input-to-State Stability
(FTISS) theory for continuous-time discontinuous sys-
tems by using non-smooth Lyapunov functions as op-
posed to the work done in [14–18]. The results offered by
[19–23] concentrates on stability theory for continuous-
time discontinuous systems using non-smooth Lyapunov
functions.

Proposing an FTISS theorem using the concept of gen-
eralized Filippov’s solution and non-smooth FTISS Lya-
punov functions with a relaxed condition for DDSs, and
also extending the line of research opened up in [24–29]
are the aims of this paper. Furthermore, the developed
FTISS theory is then used to prove finite time input-
to-state stability of Multi-Agent Systems (MASs) with
Euler-Lagrange dynamics.

Our approach is outlined as follows. First, we in-
troduce an extension of the concept of Filippov’s solu-
tion, which deals with systems with input/external sig-
nals. Here we followed the same line of ideas as in
[27]. We then provide a definition of FTISS Lyapunov
function similar to [6], [10], [11], [13], [24–26], [29]. It



should be pointed out that the proposed FTISS Lyapunov
function definition enjoys a relaxed condition compared
to [18], for example, and the definition covers smooth
FTISS Lyapunov functions as well. It is worth noting
that our discussion covers FTISS of DDSs in contrast to
the papers [27], [28] and [30] where only ISS is proved,
and stability is studied regardless of input perturbations.
Also, in [2, 3, 31] the authors provide extensions of DDS
using Lipschitz continuous Lyapunov functions. We have
been able to improve these results in the study of FTISS.

The paper is organized as follows. Mathematical back-
ground is briefly discussed in section 2. Section 3 is de-
voted to the introduced main results on FTISS (Theorem
1). Section 4 outlines the application of the proposed
method in Euler-Lagrange MASs in which inherent non-
linear terms assumed to be bounded. Simulations have
also been carried out to test the efficiency of our FTISS
algorithm in Section 5, and the conclusion is reported in
Section 6.

2. MATHEMATICAL FRAMEWORK
AND PRELIMINARIES

Here we introduce some necessary notations, con-
cepts, and definitions for systems with discontinuous dy-
namics. More details can be found in [4], [5], [27],
[31–35].

Let X be a metric space, and let S⊂X. Then int S, coS,
c̄oS, cl S denote the interior, convex hull, closed convex
hull, and closure of S, respectively. Lebesgue measure in
Rn is denoted by µ . We write ’a.e.’ whenever a property
holds almost everywhere with respect to µ .

A function f : [a,b] → Rn is called absolutely con-
tinuous if it can be expressed in the form f (t) = f0 +∫ b

a f(s)ds for some integrable function f ∈ L1(a,b),
L1(a,b) is the set of all locally integrable functions on
[a,b]; then we have ḟ (t) = d

dt f (t) = f(t) ( [4, p.162]).
In the scalar case, f : [a,b] → R is absolutely contin-
uous if for every ε > 0 there exists δ > 0 such that
∑

n
1 ‖ f (yi)− f (xi)‖< ε whenever a≤ x1 < y1 ≤ x2 < y2 ≤

. . . ≤ xn < yn ≤ b and ∑
n
1(yi− xi) < δ [1, p. 39]. The

collection of all absolutely continuous functions on the
interval [a,b] is denoted AC[a,b].

The space of locally absolutely continuous functions
on R, i.e. ACloc(R), is defined by ACloc(R) = { f : R→
R : f ∈ AC[a,b],∀ a < b}. The symbols ‖·‖ and ‖·‖P
in Rn denote the 2-norm and the P-norm induced by the
positive-definite matrix P, respectively. For a real-valued
differentiable function f , ∂ f denotes its generalized gra-
dient. A function f : R+ → R+ is said to be positive
definite, if f (0) = 0 and f (t) > 0 for t > 0. The class
K consists of all continuous, strictly increasing func-
tions ψ : R+ → R+ such that ψ(0) = 0. The subclass
of functions ψ ∈K which satisfy ψ(u)→ ∞ as u→ ∞,
is denoted by K∞. We denote by K L the set of contin-
uous functions β : R+×R+→ R+ which, for every fixed
t ∈ R+, the function β (· , t) is in K and, for every fixed
s ∈ R+, the function β (s, ·) is decreasing and β (s, ·)→ 0
as s→ ∞.

A set-valued map F : X 7→ Y maps every x ∈ X to a set
F(x)⊂ Y. F(x) is called the image of x under F. Suppose
that X and Y are subsets of euclidean spaces. Given x ∈ X
and F as above, we define B̄(F(x),d) = {y : B(y,d)∩
F(x) 6= /0} where B(y,d) is the open ball with center y
and radius d.

A set-valued map F : X 7→ Y is said to be locally
Lipschitz if for every x0 ∈ X, there exists a neighbor-
hood N(x0) ⊂ X and a constant L ≥ 0 such that F(x) ⊆
B̄(F(x′), L‖x− x′‖) for every x,x′ ∈ N(x0). If there ex-
ists a constant L ≥ 0 such that F(x) ⊆ B̄(F(x′),L‖x−
x′‖),∀x,x′ ∈ X then F is called Lipschitz.

The function f (t) is said to be of (differentiability)
class Ck if the its derivatives for k ∈ {1,2, · · ·} exist and
are continuous (the continuity is implied by differentia-
bility for all the derivatives except for f (k)(t)).
Definition 1 ( [2]) : Let V : Rn→ R be a locally Lipschitz
continuous function. The generalized gradient ∂V of V is
defined by ∂V (x) = co{lim∇V (xi)|xi→ x,xi /∈SV ∪N}
where SV is the set of Lebesgue measure zero where ∇V
does not exist for some arbitrary set of zero measure N.
Lemma 1 ( [2, Theorem 3]) : Let V (x) = max j∈Y f j(x)
where f j : Rm→ R are C1 functions and Y is a finite index
set and x : R→ Rm be differentiable at t. If d

dt [V (x(t))] ex-
ists, then d

dt [V (x(t))] = ξ T ẋ,∀ξ ∈ ∂V (x).
Lemma 2 ( [3]) : Consider the vector differential equa-
tion ẋ(t) = f (x(t)) where x(t) = [x1(t), . . . ,xn(t)]T and
f is not necessarily continuous and belongs to the set-
valued map F : X 7→ Y, then LKV =

⋂
ξ∈∂V ξ TK[ f ](x(t))

denotes the set-valued Lie derivative of V with respect to
the equation ẋ(t) = f (x(t)).
Lemma 3 ( [11]) : Let α be a positive-definite contin-
uous function. Then there exists β (s, t) ∈ K L with
the property that for every locally absolutely continu-
ous function y : [0,∞) → [0,∞), with y(0) = y0 ≥ 0,
and satisfying ẏ(t) ≤ −α(y(t)), for almost all t, one has
y(t)≤ β (y0, t),∀t ≥ 0.

3. FTISS FOR DISCONTINUOUS
DYNAMICAL SYSTEMS

In this paper, we offer a new approach to combine
finite-time control with the concept of ISS. Consider the
differential equation with continuous-time discontinuous
right-hand side of the form

ẋ = f (x(t),u(t)). (1)

where x(t) ∈ Rn is the state vector and u(t) ∈ Rm is the
control input at time t ∈R+. The vector field f is assumed
to be defined a.e. and measurable in an open region Y∈
Rn+1. In addition, for all compact set D ∈ Y, an integrable
A(t) exists such that ‖ f (x(t),u(t))‖ ≤ A(t) a.e. in D ( [2]).
Definition 2 ( [27]) : A vector function x(·) is called
an extended Filippov’s solution of (1) on [t0, t1],
if x(·) is locally absolutely continuous on [t0, t1],
for almost all t ∈ [t0, t1], and for every fixed
input u ∈ L∞, ẋ ∈ K[ f ](x,u) where K[ f ](x,u) =⋂

ε>0
⋂

µ(N̄)=0 c̄o f (Bε(x)\N̄,u) where
⋂

µ(N̄)=0 denotes
the intersection over all sets N̄ of Lebesgue measure zero.



Proposition 1: Let f : Rn × Rm → Rn be a locally
bounded function. Then there exists a set of measure zero
N̄ f ⊂ Rm such that for every N̄ ⊂ Rm with zero measure,
and for every fixed input u ∈ L∞, we have K[ f ](x,u) =
co{lim f (xi,u)|xi→ x, xi /∈ N̄ f

⋃
N}.

Proof: This proposition is an extension of part 1 of
Theorem 1 in [2]. Here we skip the proof for brevity.

Proposition 1 states that K[ f ](x,u) is defined as the
convex hull of all limit points limi→∞ f (xi,u) where xi→
x(i→ ∞),xi /∈ N̄ f

⋃
N.

Definition 3 ( [18]) : System (1) is called globally finite-
time input-to-state stable, if for any initial time t0 ≥ 0,
initial state x(t0) = x0 ∈ Rn, and input u ∈ L∞, cor-
responding Filippov’s solution x(t) of the system (1)
exists on [t0, t) and satisfies ‖x(t)‖ ≤ β (‖x0‖, t − t0) +
γ(supt0≤τ≤t ‖u(τ)‖), where γ is a K -function and β ∈
K L with β (‖x0‖, t− t0) ≡ 0 for t ≥ t0 +T in which T
depends continuously on x0.

Definition 4: A function V : Rm → R is said to be an
FTISS-Lyapunov function for the system (1) if:
i. There exists ψ1,ψ2 ∈K∞ such that: ψ1(‖x‖)≤V (x)≤
ψ2(‖x‖), for every x ∈ Rn.
ii. for x : R+ → Rn and V (x(t)) is absolutely contin-
uous on [t0,∞), there exists χ ∈ K and ε > 0 such
that { d

dt [V (x(t))] ≤ −ε < 0} a.e. on set {t : ‖x(t)‖ ≥
χ(‖u(t)‖)}.

Theorem 1: If there exists an FTISS-Lyapunov
function in the sense of Definition 4 then the system (1)
is globally finite-time input-to-state stable.

Proof: First, We prove by contradiction that
there exists T0 ≥ t0 such that ‖x(T0)‖ ≤ χ(‖u(T0)‖).
Suppose there exists no such T0, then ‖x(t)‖ ≥
χ(‖u(t)‖); ∀t ∈ [t0,∞) and V̇ <−ε a.e. on [t0,∞), then
limt→∞ V (x(t)) = V (x(0)) +

∫
∞

t0 V̇ (x(t))dt = −∞ which
contradicts part (i) of Definition 4. It remains to
prove that if there exists T0 ≥ t0 such that x(T0) ∈ S =
{η : V (η)≤ c} with c = ψ2(χ(‖u‖)) then x(t)∈ S for all
t ≥ T0. Note that if x(t) /∈ S, then ψ2(‖x(t)‖)≥V (x(t))≥
ψ2(χ(‖u‖)), which implies that ‖x(t)‖ ≥ χ(‖u‖). It fol-
lows from Definition 4 that d

dt V (x(t)) ≤ −ε , if x(t) /∈ S.
Suppose, to get a contradiction, that x(t̃) /∈ S for some
t̃ > T0. Since V is continuous, the set S is closed. Hence,
there exists h > 0, such that V (x(t̃)) ≥ c + h. Define
t∗ = inf{t ≥ T0|V (x(t)) ≥ c+ h} and t∗ = sup{T0 ≤ t ≤
t∗|V (x(t))≤ c}. Clearly, T0 ≤ t∗ ≤ t and V (x(t∗)) = c by
the continuity of V (x(t)). Also, by the first part of the
proof, we understand that the set {T0 ≤ t ≤ t∗|V (x(t)) ≤
c} is not empty.

Since x(t) /∈ S for t ∈ (t∗, t∗), it follows that
d
dt V (x(t)) ≤ −ε provided that both d

dt V (x(t)) and ẋ(t)
exist. Since V is absolutely continuous, the mapping
t → V (x(t)) is differentiable almost everywhere with re-
spect to t. Hence, d

dt V (x(t)) and ẋ(t) exist a.e.. There-
fore,

V (x(t∗))−V (x(t∗))=
∫ t∗

t∗

d
dt

V (x(τ))dτ ≤
∫ t∗

t∗
−εdτ ≤ 0.

hence, V (x(t∗)) ≤ V (x(t∗)) = c, which violates the con-
dition V (x(t∗))≥ c+h. This implies that if x(T0) ∈ S for

some T0 ≥ t0, then x(t) ∈ S for all t ≥ T0.
Now we need to show that the solution x(t) satisfies

‖x(t)‖ ≤ β (‖x(t0)‖, t− t0)+ γ
(

sup
t0≤τ≤t

‖u(τ)‖
)
.

Note that if t ≥ T0 then x(t) ∈ S which gives V (x(t)) ≤
ψ2(χ(‖u‖)). This implies that ‖x(t)‖ ≤ γ(‖u(t)‖) which
was shown above. We can rewrite this as V (x(t)) ≤
ψ2 ◦ χ(‖u(t)‖) where χ = ψ

−1
1 ◦ψ2 ◦ χ . If t < T0, then

x(t) /∈ S, which implies that ‖x(t)‖≥ χ(‖u(t)‖) for all t ≤
T0. Consequently, d

dt V (x(t)) = ∇V (x(t)) f (x(t),u(t)) ≤
−ε < 0 for almost all t ≤ T0.

The last inequality guarantees that x(t) is defined for
all t ≥ t0. Also,by the comparison principle (lemma (3)),
there exists β̃ ∈K L such that V (x(t)) ≤ β̃ (V (x0), t −
t0) for t ≤ T0. Hence ‖x(t)‖ ≤ β (‖x0‖, t − t0) for t ≤
T0, where β (r, t) = ψ

−1
1 β̃ (ψ2(r), t) is a K L -function.

Combining ‖x(t)‖ ≤ γ(‖u(t)‖) for t ≥ T0, and ‖x(t)‖ ≤
β (‖x0‖, t− t0) for t ≤ T0, we have ‖x(t)‖ ≤ β (‖x0‖, t−
t0)+ γ(‖u(t)‖) for t ≥ 0. Since β and γ are independent
of x0 and u, and from Definition 3, we conclude that the
system is globally finite time input-to-state stable.

4. ILLUSTRATIVE CASE STUDY
In this section, MASs with Euler-Lagrange dynam-

ics are considered, and consensus problem with a time-
varying reference state and directed communication
topologies is formulated. Afterward, decentralized slid-
ing mode controllers are designed. In comparison to
[36, 37], proposed non-smooth consensus control law
can guarantee finite-time consensus for nonlinear second-
order MASs as well as it is applicable in directed commu-
nication topologies. Finally, a simulation is performed
with a 2-DOF planar robot manipulator.

4.1. Graph Theory
In MASs, the information exchange is modeled by

a weighted digraph (or directed graph). Suppose G =
(V,E,A) with the node set V = {V1, . . .VN}, set of
edges E ⊆ V ×V and a weighted adjacency matrix A =
[ai j]N×N ∈ RN×N , ai j ≥ 0. If a ji > 0 the i’th agent re-
ceives information from agent j that is ei j = (Vi,Vj) ∈ E
and vice versa. ai j = 0 if ei j = (Vi,Vj) /∈ E. Also, there is
no self-loop (i = j). The neighbors of node i are defined
as Ni = {Vj ∈ V : (Vj,Vi) ∈ E}. A Sequence of edges
in a directed graph of the form ei j,e jk, . . . is called a di-
rected path. Graph G has at least one node with directed
paths to all others nodes if and only if digraph G has a di-
rected spanning tree. The Laplacian matrix L = [li j]N×N
of graph G is defined as [li j]N×N : li j = −ai j, ∀i 6= j,
lii = ∑ j∈Ni, j 6=i ai j, ∀i, j ∈ {1, . . . ,N}. Also, L = D−A in
which D = diag[d1, . . . ,dn] where di = ∑ j∈Ni ai j, ∀i, j ∈
{1, . . . ,N}.

4.2. Notation
Consider a vector ψ = (ψ1, . . .ψN) , ψi ∈ R and a

matrix Φ, norm p of vector is ‖ψ‖p := (∑n
i=1 |ψi|p)1/p

for real number p ≥ 1 and for matrix Φ, ‖Φ‖2 :=



λmax(Φ
∗Φ)1/2 where λmax (·) denote maximum eigen-

value of matrix Φ. Also, σmax(Φ) and σmin(Φ) denotes
maximum and minimum singular values of Φ, respec-
tively. Let ⊗ denotes Kronecker product and In de-
notes n× n identity matrix. We define signum func-
tion sgn(ψ) = [sgn(ψ1), · · · ,sgn(ψN)] and diagonal ma-
trix diag(ψ) = diag(ψ1, · · · ,ψN).

4.3. Dynamics of MASs and Problem Formulation
The dynamic model of the leader and followers is de-

scribed in the task space by the following equations

Mx0(q0)ẍ0 +Cx0(q0, q̇0)v0 +gx0(q0)

+d0(q0, q̇0, t) = f0 + f0e

Mxi(qi)ẍi +Cxi(qi, q̇i)vi +gxi(qi)+di(qi, q̇i, t) = fi + fie

(2)

where x0, v0, xi, vi ∈ Rn. Also, Mxi(qi) and Cxi(qi, q̇i) are
n×n symmetric positive definite inertia matrix and Cori-
olis centripetal matrix respectively, gxi(qi) is a n×1 vec-
tor of gravity force, fi is a n× 1 vector of applied force,
fie is a n× 1 vector of external force acting on the end-
effector of the robot and di(qi, q̇i, t) denotes a generalized
non-conservative force, Also, xi, vi ∈ Rn denote the posi-
tion and linear velocity of i’th end-effector in Cartesian
space. Following this, the above equation reform such as
below

ẋi = vi

v̇i(t) = h̄i(qi, q̇i)+ f̄i + f̄ie + d̄i(xi,vi, t), i ∈ {0,1, . . . ,N},
(3)

where f̄i = Mx
−1
i fi, f̄ie = Mx

−1
i fie, and h̄i(qi, q̇i) =

−Mx
−1
i

(
Cxi(qi, q̇i)vi +gxi(qi, q̇i)+di(qi, q̇i, t)

)
.

Assumption 1: For i ∈ {0,1, . . . ,N}, Mxi(·) is a
positive-definite matrix and Mxi, Cxi, gxi are C1 functions
on states of each system [xi,vi]

T . In addition, we assume
that external force fie is locally bounded.

Assumption 2: The directed graph G is weakly con-
nected and the desired trajectory [x0,v0]

T is C1 function
on [t0,∞).

Remark 1: In the dynamics of leader and followers
(3), no continuity assumption is made on nonlinear terms
h̄i(qi, q̇i), h̄0(q0, q̇0), and h̄i(qi, q̇i)− h̄0(q0, q̇0) so that dis-
continuous models of friction may be used in generalized
non-conservative forces.
Now we define each agent’s consensus error as below:

exi = ∑
N
j=1 ai j(xi− x j)+αi0(xi− x0)

evi = ∑
N
j=1 ai j(vi− v j)+αi0(vi− v0), i ∈ {0,1, . . . ,N}.

we rewrite above equations in collective form:

Λ̇1 = (L̃⊗ Im)
(
ẊN− Ẋr

)
Λ̇2 = (L̃⊗ Im)

(
ẌN− Ẍr

)
= (L̃⊗ Im)

(
H̄− H̄0 + F̄− F̄0

)
,

(4)

where L̃ = L+diag(α10,α20, . . . ,αn0) such that ∃αi0 ≥ 0,
∀i ∈ {1, · · · ,N} and L̃ is a full rank matrix. Scalars
αi0, ∀i ∈ {1, · · · ,N} describe the links between the
leader and followers. In addition, XN = [xT

1 , . . . ,x
T
N ]

T ∈
Rn×N , Xr = 1⊗ x0, H̄ = [h̄T

1 (q1, q̇1), . . . , h̄T
N(qN , q̇N)]

T ,
H̄0 = 1⊗ (h̄T

0 (q0, q̇0)), F̄ = [ f̄ T
1 + f̄ T

1e, . . . , f̄ T
N + f̄ T

Ne]
T ,

F̄E = [ f̄ T
1e, . . . , f̄ T

Ne]
T , F̄0 = 1 ⊗ ( f̄ T

0 + f̄ T
0e), Λ1 =

[eT
x1,e

T
x2, . . . ,e

T
xN ]

T , and Λ2 = [eT
v1,e

T
v2, . . . ,e

T
vN ]

T .

4.4. Finite-Time Leader-Following Consensus Con-
trol Analysis

In this part, we address a new algorithm for finite-time
leader-following consensus of the nonlinear second or-
der MASs. This algorithm is designed based on previous
result especially Theorem 1. We construct the follow-
ing sliding manifold such that on this surface, each agent
i ∈ {0,1, . . . ,N} interacts with its environment.

Γi =
N

∑
j=1

ai j(vi− v j)+αi0(vi− v0)+ϒ1ii

( N

∑
j=1

ai j(xi− x j)

+αi0(xi− x0)
)
+ϒ2ii

∫ t

0

(
∑

N
j=1 ai j(xi− x j)

+αi0(xi− x0)
)

dτ−ϒ3ii

∫ t

0
f̄ T
ie dτ.

(5)

sliding mode manifold can be rewritten in the following
compact form

Γ = Λ2 +ϒ1Λ1 +ϒ2

∫ t

0
Λ1dτ−ϒ3

∫ t

0
F̄Edτ.

in which ϒ1ii, ϒ2ii and ϒ3ii are positive diagonal elements
of diagonal matrices ϒ1, ϒ2 and ϒ3.

Remark 2: The finite-time leader-following consen-
sus control objective of the MASs is that, for i ∈
{1. · · · ,N}, xi → x0 and vi → v0 as t → T ∗, and the tra-
jectories xi and vi remain on the desired trajectories x0
and v0 for t ≥ T ∗, respectively. T ∗ is a positive real num-
ber which is dependent on initial values of the MASs.
The finite-time stability of Systems (4) is equivalent to
the finite-time leader-following consensus of the nonlin-
ear second-order MASs (3).

4.5. Reachability of the Sliding Surface

Theorem 2: Assume that Assumptions 1 and 2 are
satisfied. By employing distributed consensus protocol
(6) for each agent i, i ∈ {0,1, · · · ,N}, if [xi,vi]

T is a so-
lution for MASs described with Equation (2) on [t0,∞)
in the sense of Filippov’s solution then MASs reach con-
sensus on the leader’s states in finite-time input-to-state



stability sense.

f̄i =
1

di +αi0

[
∑

N
j=1 ai j f̄ j +αi0 f0−ϒ1ii

(
∑

N
j=1 ai j(vi− v j)

+αi0(vi− v0)

)
−ϒ2ii

(
∑

N
j=1 ai j(xi− x j)+αi0(xi− x0)

)

+ϒ3ii f̄ T
ie −ϑ(xi,vi,xr,vr)∇iV (Γ)

]
,

(6)

in which ∇iV (Γ)= sgn
(
Γi
)

denotes i’th element of vector
∇V (Γ) = sgn

(
Γ
)
. Also, ϑ(xi,vi,xr,vr) =℘+g0, where

℘= ω(ζ1‖Λ1‖+ ζ2‖Λ2‖), ω =
∥∥L̃
∥∥∥∥L̃−1

∥∥, and g0 is a
positive constant. Also, ϑ : R4n→ R is a C0 function.

Proof: Choose the Lyapunov candidate function as

V (Γ) =
∥∥∥Γ

∥∥∥
1
=

N

∑
i=1

∥∥∥Γi(t)
∥∥∥= N

∑
i=1

max
(
−Γi,Γi

)
. (7)

then if V̇ exists, one computes V̇ and chooses appropriate
ϑ such that V̇ is bounded below zero (i.e. V̇ (t)≤−ε for
all t ≥ t0 ).

Remark 3: The set of points where the Lyapunov
function is not (continuously) differentiable has mea-
sure zero. These points can not be ignored, and then
the smooth Lyapunov theory is not applicable. In other
words, systems’ trajectories might tend to infinity in the
nonzero length of time along these discontinuities ( [2]).

To proceed, the authors used non-smooth Lyapunov
theory as developed in [3]. From Equation (2) and since
[xi,vi]

T is a solution to MASs on [t0,∞), we obtained that
the following equation holds a.e. in [t0,∞)

F̄E
Λ1
Λ̇1
Λ̇2

 ∈ K


F̄E
Λ1
Λ̇1

(L̃⊗ Im)
(

H̄− H̄0 + F̄− F̄0

)


for the derivative of the sliding surface, we can obtain the
following equation with calculus derived in [2, Theorem
1].

Γ̇∈ K
[
(L̃⊗Im)(H̄−H̄0+ F̄− F̄0)−ϒ3F̄E

]
+ϒ1Λ̇1+ϒ2Λ1

The controller (6) can be rewritten in the following col-
lective form

F̄ = (L̃⊗ Im)
−1
(

F̄0−ϒ1Λ2−ϒ2Λ1 +ϒ3F̄E −ϑ∇V (Γ)
)
.

(8)

From (8) we obtain

Γ̇ ∈ K
[
(L̃⊗ Im)(H̄− H̄0−ϑ∇V (Γ))

]
. (9)

since the trajectory [xi,vi] is absolutely continuous on
compact intervals and the trajectory [x0,v0]

T is C1 func-
tion on [t0,∞), one can conclude that Γ is absolutely con-
tinuous on compact intervals. Absolute continuity of Γ

implies that V is absolutely continuous on compact inter-
vals.

V (Γ) =
∥∥∥Γ

∥∥∥
1
=

N

∑
i=1

max
(
−Γi,Γi

)
.

Since V is a max function, with Lemma 2, one has

LK V =
⋂

ξ∈∂V

ξ
TK
[
(L̃⊗ Im)(H̄− H̄0−ϑ∇V (Γ))

]
,

other form of the above equation can be written by
Lemma 1 such as

V̇ = ξ
T

Γ̇ a.e. ∀ξ ∈ ∂V (Γ), (10)

from (9) , (10), ∀ξ ∈ ∂V (Γ) , some β ∈ ∂V (Γ) and some
γ ∈ K

[
H̄− H̄0

]
, one has

V̇ (t) =−ξ
T (L̃⊗ Im)ϑ ·β +ξ

T [(L̃⊗ Im)γ
]
.

We choose ξ = argmin{‖Ω‖|Ω ∈ ∂V (Γ(t))} then
from convexity ∂V (Γ(t)), one can conclude

V̇ (t)≤−ξ
T (L̃⊗ Im)ϑξ +ξ

T (L̃⊗ Im)γ, a.e. (11)

where ϑ is given by

ϑ = σmax(L̃⊗ Im)

∥∥∥H̄− H̄0

∥∥∥
σmin(L̃⊗ Im)

+σmax(L̃⊗ Im)δ0,

(12)

such that δ0 is non-negative constant. From (11) and (12),
we conclude

V̇ ≤−ϑ‖ξ‖2
σmin(L̃⊗ Im)

+‖ξ‖
(

σmin(L̃⊗ Im)
∥∥∥H̄− H̄0

∥∥∥), a.e.

where
∥∥∥H̄− H̄0

∥∥∥= sup
{
‖γ‖|γ ∈ K

[
H̄− H̄0

]}
, σmin(A ),

and σmax(A ) denote minimum and maximum singular
values of A , respectively. The Equation (12) yields

V̇ (t)≤
(
‖ξ‖−‖ξ‖2

)
σmax(L̃⊗ Im)

∥∥∥H̄− H̄0

∥∥∥,
a.e. on [t0,∞).

(13)

Calculus of generalized gradients yield ∂V (0) = [−1,1]n,
from convexity of the ∂V (Γ) and V , ∂V (Γ)

⋂
(−1,1)n =

{}, ∀Γ 6= 0, [2, Proposition 2.2.9 ]. Thus ‖ξ‖ ≥ 1,
∀Γ(t) 6= 0 and from (13), one can conclude V̇ ≤ −ε ,
∀Γ 6= 0 a.e. on [t0,∞). Since V (t) is absolutely con-
tinuous, one can conclude that ∃T ∈ [t0,∞) such that
Γ= 0, ∀t ≥ T by Theorem 1. Now, existence, uniqueness
and continuation of a Filippov’s solution for (4) should be
proved. This follows from the [2, Theorem 5](skipped for
brevity).



4.6. Sliding Motion Analysis
Theorem 2 ensures that the terminal sliding mode sur-

faces Γ = 0 can be reached in a finite time. From now
on, we show the input-to-state stability of the states is ob-
tained in a finite time. In other words, based on Theorem
1, there exists a T ∗ ∈ [t0,∞) such that ∀t ≥ T ∗, the errors
of position and velocity tracking are bounded on the slid-
ing phase according to infinity norm of external forces.

Consider the following Lyapunov function

V∗ = 0.5Λ
T
1 Λ1,

˙̃V∗ =
⋂

µ∈∂V∗

µ
TK
[
−ϒ1Λ2−ϒ2Λ1 +ϒ3F̄E

]
.

Since V∗ is smooth and the solution [xi,vi]
T is abso-

lutely continuous on compact intervals and the desired
trajectory[x0,v0]

T is C1 function on [t0,∞), one has that
V∗ is absolutely continuous on compact intervals. There-
fore,

˙̃V∗ =
⋂

µ∈∂V∗

µ
TK
[
−ϒ1Λ2−ϒ2Λ1 +ϒ3F̄E

]
˙̃V∗ = ∇V TK

[
ϒ3F̄E −ϒ1Λ2−ϒ2Λ1

]
⊂
[
ϒ1Λ2 +ϒ2Λ1

]T [
ϒ3F̄E −ϒ1Λ2−ϒ2Λ1

]
=−(1−Θ)

(
ϒ1Λ2 +ϒ2Λ1

)T(
ϒ1Λ2 +ϒ2Λ1

)
−Θ

(
ϒ1Λ2 +ϒ2Λ1

)T(
ϒ1Λ2 +ϒ2Λ1

)
+
(

ϒ1Λ2 +ϒ2Λ1

)T(
ϒ3F̄E

)
≤−(1−Θ)

(
ϒ1Λ2 +ϒ2Λ1

)T(
ϒ1Λ2 +ϒ2Λ1

)
< 0.

provided that 0 < Θ < 1 and ∀‖Λ1‖ ≥ χ(F̄E ,Θ). By The-
orem 1, FTISS of the MASs is proved.

Remark 4: It should be noted that on the sliding sur-
faces Γ, one can obtained ‖Λ2‖ in the terms of ‖Λ1‖, and
this means that Function χ(·) only depends on F̄E and Θ.

5. SIMULATION
In this section, some simulations are performed with

a 2-DOF planar robot manipulator( [38]) to evaluate the
effectiveness of the proposed method. We consider five
Lagrangian MASs which are tagged 0,1, · · · ,4. In addi-
tion, we suppose the leader to be agent 0 and the other
agents are the followers. Fig. 1(a) shows two-degrees-of-
freedom manipulator. Also, the communication topology
depicted in Fig. 1(b). Let mass of each link m1 = m2 =
0.2Kg, the lengths l1 = l1 = 0.5m, and the acceleration of
gravity 9.8.

In this simulation, the manipulators are commanded
to move from the point P̄1 = [0.1,0.9] to the point P̄2 =
[0.9,0.4]. Afterwards, the manipulator follows the de-
sired trajectory between the points P̄2 to P̄3 = [0.7,0.2].
In the meanwhile, the manipulators interact with the con-
sidered environment while the force F̄E is acting on the

(a)

l2

l1
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P3

Environment

Ke

Be

Fe

x

y
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2 3

4

𝛼10 𝛼21 
𝛼31 

𝛼32 

𝛼42 𝛼34 

Fig. 1: (a): 2-DOF manipulator and Environment. (b):
Communication topology of the agents.
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Fig. 2: (a): The trajectories in the x direction. (b): The
trajectories in the y direction. (c): The linear velocities

in the x direction. (d): The linear velocities in the y
direction.

end-effectors (constrained motion) between the time t =
11s to t = 19s. The interaction force with the environ-
ment is described as F̄E = −Ke(x− x0)− Be(ẋ− ẋ0) +

0.1× sin(t)×
[

1
1

]
where x0 and ẋ0 are desired Cartesian

trajectory and velocity and Ke = 5× I2 and Be = I2. Ac-
cording to Assumption 1, it should be noted that F̄E is lo-
cally bounded. The desired trajectory is first-order poly-
nomials interpolated in the task space among the points
P̄1, P̄2, and P̄3 with zero velocities and accelerations at
those points.

In this simulation, the manipulators are impedance
controlled to regulate the interaction force when the arm
moves through the environment and also to follow the de-
sired path closely in both free and constrained motions.
The the desired sliding surface is in the form of (5) in
which ϒ1ii =M−1

d Cd , ϒ2ii =M−1
d Kd , and ϒ3ii =M−1

d with
the following values Md = 0.5× I2, Kd = 0.25× I2, and
Cd = 1.2× I2.

Fig. 2 shows end-effector’s Cartesian positions and
linear velocities in x and y directions. In other words,
MASs achieve consensus on desired trajectories. The ini-
tial positions and velocities of the joints are chosen ran-
domly.
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Fig. 3: (a): The environment or interaction force (b):
The impedance measure errors for the manipulator 1.
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Fig. 4: (a): The control linear forces applied to the
end-effector of the manipulator 1. (b): The control
torques applied to the joints of the manipulator 1.

The interaction forces fie, ∀i ∈ {1, · · · ,4} are shown
in Fig. 3(a). This force before and after the contact is
zero. During t = 11s untill t = 19s, a collision force ap-
peared. After the collision, the interaction force fie was
back to the values determined by the desired impedance
or sliding surface.

The impedance surface, which measures errors in x
and y axes for the manipulator 1, are plotted in Fig. 3(b).
When the manipulator is in free motion, both of the errors
in x and y axes are small while they are noticeable at the
moment of collision.

Finally, the control linear force f1 ∈ R2 according to
the Equation (6) in both x and y directions for the ma-
nipulator 1 are shown in Fig. 4(a) which are applied on
the end-effector with the parameters mentioned earlier.
In addition, the control torques applied to the joints are
depicted in Fig. 4(b).

6. CONCLUSION
In this work, the focus of attention was on the finite

time input-to-state stability of DDSs. We addressed a
theorem for assurance of FTISS of discontinuous dynam-
ical systems, and also this method is used for MASs,
which are modeled as Euler-Lagrange dynamics. The in-
troduced sliding surfaces represent the relationship be-
tween the position in Cartesian space and the inter-
action/external forces, which reflect the error between
the states’ trajectories and the surface. The desired
impedance is achieved when the impedance measure er-
ror is zero, which means the states’ trajectories reach
and remain on the desired sliding surfaces, showing that
the dynamical behavior of the system in the interaction

port with the environment. The stability of the systems
is preserved while external forces are acting on the end-
effectors, and this demonstrates the robustness of the sys-
tems. Also, simulation results are consistent with the pro-
posed method, which shows the efficiency of the algo-
rithm. Switching communication topologies among the
agents, derivation of the stability time, and guaranteeing
the existence of an extended Filippov’s solution for the
system can be considered as future work.
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